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Abstract

During summer 2006 a fraction of the CMS silicon strip trackeas operated in a comprehensive
slice test called the Magnet Test and Cosmic Challenge (MT&Qhe MTCC, cosmic rays detected
in the muon chambers were used to trigger the readout of alb Gvb-detectors in the general data
acquisition system and in the presence of the 4 T magnetigdielduced by the CMS superconducting
solenoid. This document describes the operation of thek&rdrardware and software prior, during
and after data taking. The performance of the detector adtiresfrom the MTCC data analysis is
also presented.
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1 Introduction

An early combined operation of all the CMS subsystems wasidered to be an invaluable opportunity to antici-
pate unforeseen problems and get the experiment readyehigii-quality data as early as possible after the LHC
start-up. With this aim in mind, starting in summer 2006 tHd<collaboration took advantage of the magnet
commissioning tests and of the partial installation of sahthe subdetectors in the SX5 surface hall to launch
the Magnet Test and Cosmic Challenge (MTCC). At the MTCCaatfon of all subdetectors (with the exception
of the pixel systems) was operated with an up-to 4 T magnelit fielivered by the superconducting solenoid and
read out with a reduced scale implementation of the finalaldata acquisition system (DAQ). Cosmic muon
triggering was provided by the Level-1 trigger electroro€she muon detectors.

This document describes the operation and performancezdiliicon strip tracker (hereafter referred to as the
“tracker”) at the MTCC.

The MTCC consisted of two different phases. In phase | thenagas commissioned up to design-value for
the electric current and B field. In phase Il the magnetic fiegécs mapped inside and outside of the solenoid.
The tracker participated only in phase | of the MTCC. Datartghn this period spanned nearly the entire month
of August 2006. Although the MTCC tracker setup represeptdg about 1% of the final system, most of the
selected hardware and software systems were advancedypegaf the final versions. Similarly, the procedures
for setting up, monitoring, and controlling the trackeryvasl as those pertinent to data handling, were the ones
planned for the actual operation of CMS. In addition, the MCT@ffered the unique opportunity of testing the
performance of the tracker in the presence of the 4 T magfietic The MTCC also represented an important
milestone for the new CMS offline software, CMSSW [1], thehéecture of which had been totally rewritten
beginning in early 2005. The new software was designed davadll detectors to be read out in the global DAQ, to
unpack raw data, and to facilitate data quality monitorind avent reconstruction using calibration and alignment
data.

The MTCC tracker layout and its main subsystems are destiib&ection 2. The offline software, which is
central for the production of results on the detector pengoice, is described Section 3. Commissioning of the
tracker, which included the procedures followed to tunertgout electronics, to synchronize the data readout
to the Level-1 trigger signals and to provide the initiabalnent constants, is the subject of Section 4. Tracker
performance results are presented in Section 5.

2 Tracker Setup
2.1 Detector Layout

The CMS tracker [2, 3] has an active surface of 210ahsilicon strip detectors, instrumented with abaaf
read-out channels. The tracker setup for the MTCC represéihtof the electronic channels in the full tracker.
The active area of the MTCC tracker detector consists of @7 6f silicon sensors. These were arranged in three
basic structural units corresponding to the major subsysiaf the CMS tracker: the Tracker Inner Barrel (TIB),
the Tracker Outer Barrel (TOB) and the Tracker Endcap (TH®)s layout is shown in Fig. 1 and summarized
in Table 1. Throughout this document, the standard CMS eafar system is used. This system has its origin in
the centre of the detector, theaxis is along the beam line in the anti-clockwise directiongn observer standing

in the middle of the LHC ring. The axis points to the LHC centre and theaxis points upward. The azimuthal
angle¢ is measured starting from theaxis toward they axis. The polar radius is defined as the distance from
the z axis in the transversg:, y) plane.

The TIB structure consisted of two mechanical prototypéisiterresponding to layers 2 (L2) and 3 (L3) of the
entire TIB. These shells were partly populated with modubsger 2 contained 15 double-sided modules and layer
3 contained 45 single-sided modules.

The TOB mechanical structure represented a 40-degreeddlitee CMS TOB. It could hold up to eight TOB
sub-structures (“rods”) in locations corresponding telayl and 5 of the TOB. During the MTCC there were two
rods inserted in the first layer (L1) and two rods in the fifynea(L5). The L1 rods each contained six single-sided
modules with a strip pitch of 188m, and the L5 rods contained six single-sided modules wittrip gitch of
122 um.

The TEC structure consisted of three custom-made diskegponding to the outer three disks (8, 9, and 10) of
the final Endcap detector. A carbon fibre structure for h@dih services from the endcap silicon detectors was
attached to the three disks. Disk 9 was equipped with two TiEssructures (“petals”), each holding 17 silicon



strip modules distributed in rings 4-7. The pitch of the THE{&an strip detectors is variable, ranging from 113 to
205um in these rings. The positions of all silicon modules weralfin » and¢ and were shifted by 10 mm in

to guarantee the final position of the Alignment ring, whicasvattached with a 10-mm-thick adapter ring on the
TEC pillars.

All three sub-structures (TOB, TIB, TEC) were mounted ies&h aluminum prototype of the Tracker support
tube. With a length of 5303 mm and an outside diameter of 2480 tine prototype had the same dimensions as
the actual Tracker support tube. After mounting the subestires in the support tube, all modules were tested
again to check that there have been no damages. The moduleseaed using the cooling circuits integrated
into the support structures. The temperature of the coelastabout 18C and dry air was passed through the
Tracker support tube in order to prevent condensation. T&® af scintillators, one above and one below the
barrel layers, provided a trigger on cosmic muons, allowingheck synchronization procedures and measure the
signal for minimum ionizing particles. Finally the tube waefully transported to the assembly hall at SX5 with
a maximum allowed shock of 0.1 g. The tube was inserted irg@ttenoid using the final insertion tools.

Table 1: Modules mounted in the MTCC Tracker structures.

Tracker | Layer/Ring Position Module Number
Subdetector r (cm) z(cm) | Type | Pitch (um) | N. of channels| of modules
Layer2 | 32.2-35.6| 2.9-60.6| r¢ 80 768 15

TIB stereo 80 768 15
Layer3 | 40.3-43.4| 7.5-59.4| r¢ 120 512 45

TOB Layerl | 59.1-62.9| 8.9-98.6| r¢ 183 512 12
Layer5 | 94.6-98.4| 8.9-98.6| r¢ 122 768 12

Ring 4 56.2 | 270-278| r¢ 113/143 512 7

Ring 5 67.7| 267-274| r¢ 126/156 768 5

TEC stereo 126/156 768 5
Ring 6 81.9| 270-278| r¢ 163/205 512 7

Ring 7 99.2 | 268-275| r¢ 140/172 512 10

2.2 Detector Control and Safety Systems

In the MTCC, the Tracker Control System (TCS) [4, 5] had totomin72 CAEN power supply channels and to
deal with the signals from 40 environmental sensors (teatpeg and humidity). The dataflow is shown in Fig. 2.
The environmental sensors were directly connected to Bragrable Logic Controllers (PLC), which formed
the core of the autonomous hardware Tracker Safety Syst@8)(J5]. They interlocked the power supplies
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Figure 1: Layout of the Tracker MTCC setup: (a) 3D view (thaxis goes from left to right); (b}y view of the
barrel part. The instrumented parts are a fraction of layem@layer 3 of TIB, two rods in layer 1 and in layer 5
of TOB, two petals in disk 9 of TEC.
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Figure 2: Dataflow in the TCS

based on high temperatures, cooling system failures, amlsthhDetector Safety System (DSS) [6] warnings.
Through access to TSS information, the TCS could react tonadétuations by switching off the power supplies
in a controlled manner. The TCS was fully embedded in the ajl@®tector Controls System [6], following

all necessary guidelines. It controlled the CAEN EASY powepply system [7], evaluating information from
the environmental sensors and monitoring the state of théngpplant. Some initial reading and handling of
environmental data from the Detector Control Units (DCU}tloa front-end hybrid chips was also implemented.

The control software was developed in the framework of wer&.1 of the commercial Supervisory Control and
Data Acquisition software PVSS (Prozessvisualisierungs-Steuerungssystem by ETM [8]). This software was
extended in a common LHC framework. The software allowedsitéing of the following items: automated
control actions, handling of datapoints, management ottiramunication with the hardware and treatment of
alarms, and warning and error messages. The software fymbeided data archiving to an Oracle database and
value trending functionalities.

The tracker control and safety system can be described yita State Machine (FSM). According to the hardware
status and user-issued commands, the system can be inldeverastates characterized by the presence of the
hierarchically organized sub-components, as shown inFighe possible transitions between the different states
are limited and exactly defined. The MTCC FSM, whose architecwas close to the final one, also controlled
the switching sequences that allowed the system go thraagdra intermediate states. This is necessary as parts
of the system have to be switched on before others for bottysahd technical reasons.

The data of the detector environmental sensors were roytélebstandard LIC and PLC cables to the CAEN
system and then re-routed from the back of the power supigliesndition cards, forming the input signal to the
PLC system. The PLC information was passed to the TCS by thgrigtary Siemens S7 driver [9]. The essential
communication between the TCS and the power supplies wasl ks the Microsoft OPC (OLE for Process

Control) standard [10], while the communication betweenRun Control and Monitoring System (RCMS) [11]

and the TCS was guaranteed by PSX (PVSS SOAP eXchange) fLapmication based on the SOAP (Simple
Object Access Protocol) protocol [13]. The CAEN and PLC dagse written to the database only when there
were significant changes from the previous measurements.

The MTCC was an important test of the TCS concept for the figpstiesn. In the beginning, problems arose due
to hardware changes, bugs and, in general, the complexgydf a large system with many interactions. All of
the problems were solved during the initial phase of the MTdp€ration at SX5. The run also demonstrated that
the TSS and the PLC combination responded to safety condiis expected. The MTCC represents the first
CMS DCS set-up in which archiving to a database was sucdbssfplemented. The experience with real life



INTERFACE
TO CMS DECS

Middleware
with more ,

detailed
states

Control
Groups

ContolPwChann | (22123

Power
Groups

Figure 3: FSM Hierarchy

hardware uncovered some problems in archiving that might btherwise been missed. The expectation is that
these will be addressed in future software releases. Slyithe experience pointed out areas in which the user
display panels could be improved. The successful intemadietween the TCS and the Tracker hardware in the
MTCC gives confidence that the TCS will function correctlyemithe full Tracker is installed.

2.3 Detector Readout System

The signals from the silicon sensors are amplified, shapetstared by a custom integrated circuit, the APV25 [14]
(hereafter shortened to APV). Upon a positive first levejger decision the analogue signals of all channels are
multiplexed and transmitted via optical fibers [15] to Fr&mtd Driver (FED) boards [16] where the analogue to
digital conversion takes place. The Tracker FEDs can e@hgyut one value per channel, in which case they are
said to work in Virgin Raw mode, or perform zero suppressiorthe latter case, previously uploaded pedestals
and noise values for each individual channel are used. Tievéire algorithm implemented within FPGA devices
perform pedestal and common-mode noise (an event-by-Buettation of all channels of one APV) subtraction
before identifying channels above a given signal-to-nthiseshold. A threshold of two was applied for sets of two
or more contiguous strips and of five for isolated strips. Tteeker FEDs can also work in two alternative modes,
the so called Scope and Processed mode, which are not amkirithis note.

The Tracker control system consists of control rings thattstnd end at the off-detector Front-End Controller
(FEC) boards [17]. Slow-control commands, clock and Leveiggers are distributed via digital optical links to
Digital Opto-Hybrids (DOH) [18], which perform optical-telectrical conversion before the control signals are
distributed to the front-end electronics.

The readout and control electronics setup for the MTCC isrsarized in Table 2.

Table 2: Tracker MTCC readout electronics. An mFEC is a meinesFEC, representing one eighth of a full FEC.

Tracker FED | mFEC | APV
Subdetector
TIB 2 2| 360
TOB 1 1| 120
TEC 1 1| 156

A series of procedures, already used in various trackegiation and beam test setups, are needed to configure,
synchronize and calibrate the Tracker readout system. ateegrimarily concerned with the configuration of the
APVs, the other on-detector ancillary chips and the ofedtr FEDs. The term commissioning is used throughout
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the text to indicate such operations. Commissioning iseguaut in dedicated calibration runs taken prior to the
actual cosmics runs. These runs are normally performed asiacal data acquisition system based on the VME
readout of the FEDs.

Several improvements were tested for the first time in the TC

e The commissioning applications were controlled using tB&IS framework. This framework allowed both
the initialization (distributed processes start-up) dmel ¢onfiguration of applications. A set of predefined
configurations was prepared for each of the commissionisistaconnection scan, timing adjustement,
optical gain adjustement, base-line scan, pedestal asé somputation for each channel. In this way non-
expert shift personnel could recommission the Tracker omadtel. A reduced configuration where the event
building and analysis parts were dropped was then integjiatéhe global Run Control system for use in
global data taking.

Eventually the readout synchronization with the Levelidger was adjusted offline using cosmic muons
events (Section 4.2). This last procedure is currentlydautomated and integrated in the commissioning
procedures.

¢ A dedicated database, the online tracker configuratiorbdaty was systematically used to store optimal
values of the parameters resulting from the commissiorasgs. At the start of a cosmics run, when the
configuration of the Tracker electronics is triggered bydéetral RCMS system, these values were retrieved
from the database and uploaded in the electronics. An ictieesapplication was also used for accessing
and modifying parameters, as needed.

e The implementation of the analysis part of the commissigpirocedures in the framework of CMSSW was
tested towards the end of the MTCC phase I. The original glann these applications in the Tracker local
DAQ had to be postponed due to lack of time. The commissioamajysis was performed with a set of
standalone XDAQ [19] applications.

2.4 Trigger, Data Acquisition and Computing systems
The MTCC was carried out in the SX5 surface assembly halldditen to the tracker setup, about 5% of the final
CMS experiment was also instrumented and readout duringlii@C phase I, as follows:

o two final Super Modules of the Electromagnetic CalorimeECAL), corresponding to about 5% of the
final system;

o fifteen Hadron Calorimeter (HCAL) wedges, correspondingliout 10% of the final system.

o fourteen Drift Tube (DT) chambers and 23 Resistive Platen@fexs (RPC), instrumenting part of the muon
barrel region: two sectors of wheel YB+1, covering about é@rdes inp, and one sector (about 30 degrees
in ¢) of wheel YB+2.

o thirty-six Cathode Strip Chamber (CSC) detectors coveairg degree region and the three innermost
disks of one of the two muon endcaps. Some CSC detectors Vgerprasent in part of the outermost disk,
but they did not participate in the MTCC. Similarly, RPC d#tes were also present in the Muon endcap
region, but they were not used in neither the Level-1 triggarin the global readout.

A schematic view of the full MTCC setup is shown in Fig. 4.

The Level-1 trigger signal was mainly derived from the muetedtors. The fast signal produced by the trigger
electronics of these detectors was routed to a centralraystignilar to the one in the final experiment, which
handled the trigger logic and distributed a global trigdgnal to all detectors for data readout.

The central Level-1 trigger system was receiving signailtsanputs from up to six different sources at a time.

e DT signal. Among the different configurations used, the nmagiortant for the Tracker were:

— inclusive where at least 2 chambers in the same sector and wheel agthdtubs are required;

— pointing which is as above, but with constraints on theegments of the track stubs so that the latter
are aligned as to point to the center of the detector.
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Figure 4: Left: CMS barrel wheels with DT chambers that haaerboperated at the MTCC. Right: exploded view
of the endcap muon disks instrumented with CSC detectors.

e CSC signal, when one track stub is found in any chamber withihiat least 4 out of 6 layers.

e RPC signal which requires hits in 5 out of 6 planes, eitherlwegl YB+1 (RPC1) or in wheel YB+2 (RPC2)
or in any of the two wheels but aligned as to point to the ceuittbe detector (RPCTB).

e HCAL signal, corresponding to the coincidence of signadérfithe upper and lower part of the active HB
detectors.

In both DT and RPC Level-1 trigger signals the direction &f itcoming muon is used and therefore it is possible
to select those muons approximately pointing to the tramgion. The observed rates for the six muon-detector-
based triggers are shown in Table 3 along with the fracticewvehts in which there were also hits in at least three
of the tracker layers. A detailed description of the Traakernt selection is given in Section 3.4. Even with the

pointing triggers, only a very small fraction of all trigger muons crossed the tracker.

Table 3: Trigger configurations used during the MTCC pha3éé trigger rate corresponding to each configura-
tion as well as the fraction of events with hits in at lease&racker layers are reported.

Trigger Event Fraction with> 3 hits
type rate (Hz) | in the Tracker £1073)
DT pointing 10 2.3
DT inclusive 40 0.5
CsC 40-60 0.03
RPC1 15-20 0.7
RPC2 15-20 0.06
RPCTB 10 1.2

All subdetectors were readout in the global DAQ of CMS. Dgrthe MTCC the tracker was readout for the
first time within the central data acquisition system. Thadaut of the Tracker FEDs via their fast serial link
SLINK [20] to the global DAQ receiver FRL cards [21] was tebteell before the start of the MTCC at the
CMS Electronic Integration Centre (EIC). A full crate of FRbards was available to validate FEDs, the SLINK
transmitter and the cables before their final integratidme MTCC test itself was comparatively small, with only
four FEDs connected to the central DAQ. The full trigger loeges also validated before MTCC at the EIC using
the LTC [22], TTCci [22] boards, the veto system on the FMM][22d the APV Emulator [22]. During the global
data taking the only observed problem was a spurious stelteup of the SLINK transmitter when the acquisition
was stoped abruptly. This problem was reproduced with Et@useand has been solved after the MTCC.

The DCS, DSS and the software applications that control taeker FEDs were also integrated in a central RCMS
system. Events were assembled online by the global DAQ amddsbn disk. In the first half of the operational

period, the global DAQ had a reduced output bandwidth andh@dracker was taking data in raw mode, the
maximum allowed event rate on disk was about 30 Hz (with ombcKer and DT read out). Furthermore, none



of the pointing triggers were tested in this initial periolah. order to maximize the number of triggered muons
crossing the Tracker, only the inclusive DT trigger basedector 10 and wheel YB+1 was used.

The DT and RPC pointing triggers yield almost the same nurmbgood muons and a factor four lower rate
compared to the inclusive DT and RPC trigger rate. Duringabemissioning of the sub-detectors, as zero
suppression was not always applicable to the data, the eatentvas limited by the bandwidth for writing to disk.
Therefore the use of the pointing triggers was very impafi@rthe tracker. In the final global DAQ configuration,
however, almost all subsystems were taking data in zeroreappd mode and it was possible to write up to 200
events per second to disk and the pointing trigger was naeloregjuired to reduce the rate. For this reason, only
half of the events in the final data set were taken with the Difitp trigger while the other half were taken with
the inclusive trigger.

The raw data were transferred from CERN TO centre to FNAL Titresusing the final CMS computing tools [23].
At FNAL, the raw data files were converted into a CMSSW-cornfg@aformat and the initial reconstruction was
performed. The FNAL Remote Operations Center (ROC) playsigjmificant rdle in the automated processing
of the raw data, contributing to quasi-online data monitgidnd fast offline data analysis. Further reconstruction
passes were done at FNAL to include the tracker alignmenirapdoved tracking algorithms. All output files
were transferred back to CERN and stored in CASTOR.

3 Offline Software

The MTCC event reconstruction, event selection, data tyualonitoring, simulation, and data analysis were
performed within the framework of CMSSW. As reported in tlreyious section, the tracker commissioning
software had not been fully ported to the CMSSW environmetitestart of the MTCC. For this reason an older
version of the software was used for the vast majority of &séstto commission the tracker.

A CMSSW application consists of a set of software plug-in med which are executed at every event. The list
of plug-ins and their order of execution is specified in thie gmnfiguration file. Event data processing plug-

ins communicate with each other by exchanging informatioough a single data structure referred to as the
“Event”. Applications can run in a completely transpareagtion in both offline and online applications. The

only difference resides in the “input” plug-in, which is pemsible for putting the primary input data in the Event.

When running online, the input plug-in puts detector ravadateived over the network from the data acquisition
system in the Event. When running offline the input plug-iad®from disk detector raw data and/or higher-level
reconstructed data, which may be present on the data fildgws it in the Event for further processing.

A CMSSW application requires the availability of non-eveiata such as alignment constants, magnetic field
values, and calibration data. This information is storedhidedicated “offline” database, to which CMSSW
provides a uniform software interface. Two offline datalsa® maintained [24]: the first one, ORCON, is used
by applications running on the online data acquisition farnereas the second, ORCOFF, is used by offline jobs
running on the GRID.

3.1 Reconstruction

All of the tasks listed above rely on the tracker event retroigon plug-ins. A reconstruction plug-in gets the
required input data from the Event and puts higher-levaeimstructed data back into it. Based on the raw data, the
following objects can be produced.

e Digis: pedestal-subtracted and zero-suppressed ADC countsdiwidual strips.

e Clusters groups of adjacent strips whose associated ADC countsgpassof thresholds. The thresholds
depend on the noise levels characterizing the strips ofltister.

e RecHits estimated position and error of charged particle crossing

e Tracks sets of RecHits compatible with a particle trajectory ia tietector. Each track also contains momen-
tum and error matrix information from the track fitting procee, evaluated at the innermost and outermost
layers.



3.1.1 Local Reconstruction

Digis are produced by the first plug-in in the reconstructibain, Raw2Digi. The Raw2Digi plug-in unpacks the
blocks of raw data produced by each FED and groups the Digéaoi detector module together. Each group
of Digis is associated with a unique integer which encodeddhbation of the module in the tracker mechanical
structure. The assignment of Digis to detector modules ognba® performed if the connections between detectors
and FED channels are known. All connections are autombtidatected by the tracker commissioning software
in dedicated runs and stored on the tracker online configuratatabase. This cabling information needs to be
transferred to ORCON and ORCOFF in order to be used by the Rawvplug-in. For this reason, a special
Online-to-Offline (020) application was developed and weettie MTCC.

Cluster reconstruction is the task of the next reconstoaqgtiug-in in the analysis sequence. Clusters are recon-
structed by searching for a seed strip with a signal-toenmsio (S/N) greater than 4. Nearby strips are included
in the cluster if their S/N 3. The total signal size of the cluster must exceed five timesgilldratic sum of
the individual strip noises. The signal of each channel iseruly taken as the raw ADC counts stored in the
corresponding Digi. In the actual experiment, this sigsahipected to be corrected for the gain of the channel.
The gain calibration at the MTCC is discussed in Section 5.5.

Cluster reconstruction requires access to the noise Iéeglah individual tracker channel as well as a map of bad
channels. In addition, if the tracker is read out in a norezrppressed mode, pedestal values are also necessary.
Pedestals, noise and the bad channel map are normally cethgduting commissioning runs and stored in the
tracker online configuration DB so that they can be used tdigore the readout electronics. Based on the model
for handling cable data, another dedicated O20 applicatias developed to transfer this data to ORCON and
ORCOFF. This 020 application performs some data maniuldieside the simple data transfer. Indeed, the
values stored in the tracker configuration DB are arrangeptonps, each corresponding to the channels readout
by a pair of APV chips. On the other hand, cluster reconswnanust be performed at the module level. The
020 application accesses the data on the tracker confignia, rearranges it, transfers it to the ORCON and
ORCOFF databases and finally sets an appropriate “intefualimity” (IOV). The interval of validity for any
given data set is defined as the range of consecutive evemtsith it applies. Typically, the IOV of pedestals,
noise, and bad strips spanned a few days of data taking at TI@OMThe 10V of the cabling object was set to last
for the full duration of the MTCC.

Every cluster is associated with a RecHit by a dedicated OM$&ig-in. The RecHit position is determined from
the centroid of the signal heights. The position resolutsgparameterized as a quadratic function of the projected
track width on the sensor in the plane perpendicular to thessi25]. Whenever the modules are operated in a
magnetic field, a parameterization of the Lorentz shift isdufor all modules to correct the RecHit position. In
the actual experiment, the Lorentz angle of each trackerutedd expected to be measured from the data. The
algorithm for measuring the Lorentz angle has been testatiédirst time on real data at the MTCC and its results
are presented in Section 5.6.

3.1.2 Track Reconstruction

In CMSSW all track reconstruction algorithms use a Kalmaarfihg technique [26] and involve three basic steps:

1. Seed creationA seed is a minimal set of RecHits that are compatible with igla trajectory and with
which it is possible to give a first estimate of the track pasters.

2. Pattern recognition:This step results in the making of collections of RecHits #nr@ compatible with a
particle trajectory. The procedure starts by propagataxheseed track state in succession to all tracker
layers that have not contributed to the seed with RecHitterAfach propagation, which takes into account
magnetic field bending, energy loss in the material, andiplelscattering, RecHits found on the layer are
tested for compatibility with the propagated state. A neachrcandidate is created for each compatible
RecHit and the track state is updated according to the Kaffilger formalism with information carried by
the new RecHit. The procedure is repeated until either thidldger of the tracker is reached or a stopping
condition is satisfied.

3. Track fitting: Track fitting and smoothing final track parameters for altkex layers are computed in this
step, though only those at the innermost and outermostdayerretained and stored on disk. The Kalman
filter is repeated for each candidate track in both direstidrom inside out and outside in. The predicted
results from both filters are combined to yield optimal esties of the parameters at the surface associated



with each hit. In this step, all RecHit positions are alsoatpd using the information of the track incident
angle on the layer to which the RecHit belongs. More detailg¢rack reconstruction algorithms can be
found in Ref. [25].

Two different track reconstruction algorithms have beesdusn MTCC data: the Cosmic Track Finder and the
Road Search algorithm.

The Cosmic Track Finder [27] was developed specifically fasmic tracking. This algorithm is a variation of
the Combinatorial Track Finder (CTF) [27]. The standardiseeation algorithm used by the CTF is not as yet
appropriate for tracks that do not point to the interactient@x, hence the algorithm was not run on the MTCC
data set. The Cosmic Track Finder uses any pair of RecHits flifferent layers to build a seed. This choice does
not decrease the speed of the track reconstruction stepiggcasmic events yield a considerably lower number
of RecHits than p-p events. For the MTCC setup, the CosmicKIFender requires that the two RecHits of a seed
are either on the two innermost layers or on the two outermoss. In the TIB region, where an overlap of about
5% between the modules on the internal and external ringsseXgicHits can be used to build a seed even if they
come from the same layer, but under the condition that onélReomes from the internal ring and the other from
the external one.

Pattern recognition in the Cosmic Track Finder begins byong) all RecHits with respect to the vertical direction,
that is, according to the globgl coordinate of the RecHit in the CMS reference system. Thenatborithm
attempts to add to the candidate track the RecHits in theratelined by the previous sorting procedure. All
RecHits in the given layer are tested for compatibility. Toepatibility of the hit with the propagated trajectory
is evaluated using g2 estimator. The maximum allowegf value is an adjustable parameter in the algorithm. At
the end of this phase several trajectories are still valid only one is retained since generally only one track per
eventis expected. The results shown in this document haredigained by choosing the best trajectory according
to the following criteria:

¢ largest number of layers with hits in the trajectory.
e largest number of hits in the trajectory.

¢ smallesty? value.

The Road Search (RS) algorithm was also run on the MTCC dé&talgorithm is characterized by a navigation
scheme based on pre-defined groups of silicon modulesdc&leads”. All modules in the samg, z) region

(in the CMS reference system) are first grouped into “Rind®dirs of Rings are then chosen to serve as “Road
seeds”. A Road is finally made up of all Rings intersected byaght line going through the two Road seeds in
the (r, z) plane. A track seed in the RS algorithm is built out of two Riéslfbund in modules belonging to the
“Road seed” Rings of a given Road. Creation of the track sstts by looping over the Road seeds of all pre-
defined Roads. Pairs of RecHits are searched in the corrésypaetector modules. A field-dependent constraint
on theA¢ between the RecHit in the inner Road seed and the RecHit indbley Road seed ensures that only
sensible combinations are retained for further processiagtern recognition proceeds as in the Cosmic Track
Finder, by successive extrapolations, but only the RedHlitse Road in which the seed was found are checked for
compatibility with the track extrapolated state. The tréitting step in the RS algorithm is the standard one used by
the CTF algorithm. Unlike the Cosmic Track Finder, all restoucted tracks are retained by the RS algorithm. The
standard algorithm, which was designed for use in p-p é¢ofiss had to be slightly modified in order to reconstruct
cosmic muons. These tracks do not originate from the intieracegion and therefore the beam spot constraint,
used in making track seeds, had to be loosened. Specific Raad® be generated for the MTCC. All modules
from the TIB layer 2 were chosen to be the Road inner seedewlind outer Road seed can stem from either TOB
layer 1 or TOB layer 5. An overview of the inner and outer seadjRfor the MTCC geometry is shown in Fig. 5.
This figure also includes the Road of a possible cosmic raktrahe results of the Road Search algorithm are
presented in Section 5.2.5.

3.1.3 Alignment

The CMS software alignment framework was used to align theker with data collected at SX5. The final
alignment was obtained using the hits and impact pointsriitgon (HIP) [28], a specially-developed iterative
algorithm. The HIP algorithm is both computationally ligirid flexible, and had been successfully used for the
alignment of CMS tracker modules in both testbeam and sitionlgtudies prior to the MTCC.
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Figure 5: The left plots shows an overview of the inner seedsi(light grey) and outer seed rings (dark grey) as
defined for the Road Search algorithm. The right plot showsdlad of a possible cosmic ray track.

Constructioninformation was processed to produce irdtalections to the position of the modules (Section 5.2.1).
These corrections were stored in the offline DB and used astinst point for the HIP algorithm.

The final alignment corrections computed by the HIP algaritkere also stored in the offline DB. They contain
the global corrected positions of all silicon sensors. Eteta are read in during the track reconstruction step to
provide an aligned geometry.

3.2 Simulation

The simulation of the MTCC is needed to estimate the rate afmttacks crossing the triggering detectors and the
fraction of these tracks that also cross the tracker datecitis information is useful to optimize event selection,
discussed in Section 3.4 and interpret the results of thee atadlysis. In addition, tuning of the simulation of the
tracker detector response can be performed using MTCC data.

In general, the generation of the primary particles in ameaad their transport through the material and magnetic
field of CMS result in the production of the following simwaalttracker data:

e SimTrack either primary or secondary track.
e Sim\ertexeither primary or secondary vertex.

e SimHit entry point, exit point and deposited energy of a partioleéhie sensitive volume of the tracker
detectors.

Every particle produced as a result of an interaction of tmtigle being transported is in turn transported (and a
new SimTrack and a new SimVertex are created) assuming ttemed certain energy thresholds. These values
depend on the volume where the interaction takes place arelsgeso as to provide a balance between the needs
for an accurate simulation of the detector response andaaptable CPU performance.

The cosmic muons have been generated using the CosmicMuenger [29] code. It is based on tBORSI KA
program [30], with a distribution parameterization aceyraf about 5% for 10-1000 GeV of energy and 0875
in zenith distribution (the accuracy is 10% in the range906alGeV of energy and 0-88n zenith distribution).
The edges of the energy spectrum and the angles with resp#ue tvertical direction can be adjusted by the
user. Figure 6 shows th@y, n, and¢ distributions of the generated muons for a sample produdgdan energy
spectrum between 2 and 10000 GeV and with an azimuthal arglekn 0 and 88 degrees.

In the most general configuration, simulated cosmic muaars at the outer surface of the CMS detector and are
then propagated through the MTCC detector elements uefl ltit a target surface. The dimensions of the target
surface can be adjusted by the user in order to improve therggon efficiency. Only those events where the
muon reaches the target surface are then kept and passedsimtiiation phase. For comparison with the MTCC
data two different data sets are needed, field on and fieldb#.small dimensions of the MTCC tracker (roughly
corresponding toR,acker = 1.2 M, Liracker = 1.2 M, with an opening azimuthal angle @° for the rods of the
TIB and TOB) imply a very small rate for contained muons tsagkn optimization of the generation efficiency is
necessary in order to create Monte Carlo data sets with the sader of magnitude of events with reconstructed
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Figure 6: Pr, n, and¢ distributions for cosmic muons at generator level.

muon tracks as in the data in a reasonable amount of time akd There are various parameters that allow to
customize the size and shape of the target surface:

¢ |f the parameteMICCHal f is set to true the generator passes only muons crossing $litevpdalf of the
detector to the simulation. This corresponds to the regictheoMTCC tracker.

e The length and the radius of the cylinder considered as T&ug#ace can also be set by hand.

Additional filters are then applied after generation in orgieminimize the events passed through simulation or
reconstruction.

The events with B=0T have been produced with,get = 1.2 M andRiarger = 1.2 m and with a maximum
opening angle ob5° with respect to the vertical plane. Figure 7 shows a pictatiew of the CMS volume
considered as target region in this case.

Figure 7: View of the CMS Generator Target region: xy viewtfland yz view (right). Only generated muons
that cross the detector in the regions defined by a contirieeigdr the B=0 T and by a dashed line for B=4 T are
retained for the subsequent analysis.

After the generation stage, the events are passed to théasiomu A filter (SimFilter) is then applied that requires
the presence of at least one simulated IisnHi t ) in the tracker. Figure 8 shows tl#&-, n, and¢ distributions

of the muons selected by the generator level filter. The nurbselected events after this filter is 5.9% of the
total generated sample.
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Figure 8: Py, n, and¢ distributions for cosmic muons in the B=0 T sample..

Table 4 summarizes the efficiencies of the various filterfensimulations with B=0 T. The fraction of simulated
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Table 4: Selection efficiencies of simulated events with B=0

Step Absolutee(%) | Relativee(%)
Sim Filter 5.9
Event Selection 0.54 9.1
Track Reconstruction 0.42 78

Table 5: Selection efficiencies of simulated events vidth= 4 T.

Step Absolutee(%) | Relativee(%)
Gen Filter 0.39
Sim Filter 0.013 3.4
Event Selection 1.1-1073 85
Track Reconstruction 1.0-1073 91

events which pass the event selection applied on real dagxmdained in Section 3.4, is also shown in this table.
The applied filter allows the rejection of most of the evenltgolr would not pass event selection. In the last row of
the table, finally, the fraction of events where at least oaekthas been reconstructed by the Cosmic Track Finder
is given. This is a rough estimate of the expected numbercks which should be reconstructed in the selected
event sample.

A significant difference arises in the optimization of thengeation efficiency for the case of non-zero magnetic
field: since the propagation of the muons is done with a ditdige, there is an additional inefficiency due to the
Lorentz force curvature inside the CMS volume in the casB ef 0T. Moreover, reducing the radius target at
generator level introduces a strong bias in phedistribution of the accepted muons. In this case only thgtlen
of the Target cylinder can be modified without any bias. ThenéywithB # 0 have then been produced with a
target surface corresponding to a cylindef@f,,.; = 1.2 m andR;..ect = 8 M, corresponding to the outer radius
of the CMS detector (see Figure 7).

A specially developed filter (GenFilter) which uses the CM&Bast Simulation propagator tool [31] was applied
to these events before simulation. Muons are propagateddhrthe CMS volume using the magnetic field value
in the different regions. These muons were passed to thdagions only if their propagated trajectory intersects
the tracker layers in at least three points. The fraction obns selected by this filter with respect to the total
number of generated events was 0.4%. The requirement odigttd@e SimHit in the tracker on these events has
an efficiency of 3.4%. It should be noted that the generatethawas not produced with B=3.8 T, the field
value corresponding to the MTCC data, but instead with B=PHIS is due to the non-trivial behavior of the CMS
magnetic field in the muon detector region, where it cannaiingly rescaled [32]. The CMS magnetic field in the
CMS software was parameterized only for the B=4 T case usingbased on the TOSCA software package [33]
. A 3.8T field parameterization was not available at the tiffthis note.

Table 5 summarizes the efficiencies of the various filtera@simulations with B=4 T, together with the fraction
of simulated events which pass the event selection and hes@oastructed track, as in Table 4. Figure 9 shows
the Pr, n, and¢ distributions of the muons selected by the generator Ieet ind the SimHit filter for the B=4 T
production.

As described in Section 2.4, the data were collected usingn@mation of triggers from the muon system. A
detailed simulation of this trigger was not available, husiinteresting to understand the effect of the triggers
coming from the DT chambers, the dominant one in the colted@a, on the global variables such as muon
momentum, eta and phi. A simple filtering based on the preseh8imHits in the DT chambers present in the
trigger has been developed and the result is shown in Figinge$he DT filter was applied on events where the
muon cross at least one tracker module, the fraction of ewghich are retained could not be measured on data.
All distributions of muons variables are therefore normedi to unity to compare their shape in the simulation
before and after filter application and with that of reconsted tracks (Fig. 54).

Simulation has been used also to test the tracking algosittmparticular, the angular and momentum resolution
as well as the efficiency of the Cosmic Track Finder have beafuated on the 4T Monte Carlo sample. In
Fig. 10 the difference between simulated and reconstrupiadtitiesPr, n, andg) are shown for all tracks that
have reconstructed hits at least in three layers and fokgrdoat have reconstructed hits in four layers. In Table 6
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Figure 9: Pr, n, and¢ distribution for cosmic muons in thB = 4 T sample, before (plain) and after (dots) the
DT trigger selection. All distributions are normalized toity as relative efficiency of the DT filter for events in
the tracker can not be measured on data. The distributiesugrerimposed to approximately show the change in
the distributions when a DT trigger is present.

the resolutions for these track samples are summarizedxpected, the) resolution is much worse than tlke
resolution since only one layer provides a precise measmefar thez coordinate of the hit.

Table 6: Angular and energy resolution of the cosmic traaldirfor different quality of the tracker.

Track ¢ resolution| 7 resolution| Py relative

quality mrad resolution
All the tracks 1.8 0.14 10%
Three layers 1.3 0.12 %
Four layers 1.0 0.07 6%
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Figure 10: From left to right resolutions ¢f n, and the transverse momentum relative resolution. Résnhiare
shown for all the tracks (solid), for tracks with hits at legsthree layers (dashed) and for tracks that have hits in
four layers (dotted).

In order to calculate tracking efficiency, only the eventthvd seed and at least three reconstructed hitspin
modules are considered. Because of overlaps, the tracksawvammore than one hit per layer. Reconstructed hits
must be correctly associated to a simulated hit createddmtion to be counted. The fake rate has been calculated
with the complementary sample (events with fewer than thiesecorrectly associated).

In Fig. 11, the efficiency is shown as a function of transvensenentum and for three different track qualities.
The estimated fake rate is about .2

3.3 Data Quality Monitoring and Visualization

Production of histograms for Data Quality Monitoring (DQI8¥] purposes was performed in special CMSSW
plug-ins that have read access to the Event. Event data oaithiee read from disk or over the network (typically
from an online DAQ system node). In the former case, the phggare executed in a standalone CMSSW appli-
cation, and the DQM is said to run in offline mode. In the lattase, the CMSSW shared libraries containing the
plug-ins to be executed are linked with an XDAQ applicatiod the DQM is said to run in online mode. In either
case, the application that produces the DQM histogramdasreal to as the “DQM source”. At the end of the job
or run the DQM source can optionally save the histogramsdb (@ Root file format).
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Figure 11: Tracking efficiency for all the tracks with hitsgectly associated in at least two, three and four layers.
Tracks with hits in two layers only still have at least thregs,hone of which is in an overlap region of modules
belonging to the same layer.

The histograms produced by the DQM source fall into the failhg categories:

e Distributions of local quantities (typically one histogrger detector), such as occupancy, cluster charge
and the number of strips making up a cluster.

o Distribution of global quantities, such as number of tragks event, track pseudorapidity)( azimuth @),
momentum g), transverse momentum£) and residuals between the fit and the actual RecHit position

e Event selection related histograms: distribution of thealdes on which the event selection is based, num-
ber of events selected.

However, as the number of detector modules increases, spnimistograms based on average values from indi-
vidual module distributions take on an increased impoearia the tracker DQM software package, summary
histograms are created by a separate XDAQ applicatiorec#tie “DQM client”, which runs a set of dedicated
CMSSW software plug-ins. The DQM client receives over thevoek the histograms produced by the source
application, processes the information contained in thegegrams, and produces average quantities that are dis-
played in a selected set of histograms. The DQM client catevto disk the summary histograms it produces
and the primary histograms received from the DQM source. O@Q& client comes with an interactive Graphic
User Interface (GUI) which allows the user to subscribe &histograms produced by the DQM source, to create
summary histograms, to view these histograms and to sawetthdisk. All these operations can be performed in
real time.

Multiple DQM sources can concurrently send the same sestdiiams to a DQM client. This mode of operation
allows the rate of processed events to be increased.

It is also possible to execute the actions performed by thi3Qurce and DQM client in a single application,
either offline or online, by using a special job configuratidhis application however does not allow the graphical
interface to be used.

At the MTCC, the main mode of operation was offline without &@M client. At the end of each run an offline
DQM source was run by the shift personnel on the data filesymed during the run. The resulting histograms
were inspected and actions taken in case of anomalies. ©thlg gery end of the data taking period was the DQM
run in online mode. In the first instance a DQM source was rua daedicated node that was receiving from the
Storage Manager application events accepted by the DAQffilten. Then, the DQM source was run on one of the
nodes of the DAQ filter farm and processed Level-1 Triggeeptad events. In both cases, only a simple DQM
client could be run. The latter allowed just navigation tigh the primary histograms produced by DQM source
to be performed.

Event-display functionality was provided by the IGUANACNIZ5] toolkit included in CMSSW.
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Table 7: Overview of the MTCC data samples used for the varamalyses.

Data Taking Period| FirstRun | LastRRun | B Field [T] | #Runs | #Events | #Events (TIB+TOB)| #Events (TEC)
August 23-25, 2007 2501 2550 0.0 43 7407233 4342 145176
August 26-28, 2007| 2560 2623 3.8 38 13765676 3953 251565
August 28, 2007 2625 2632 4.0 4 1715550 688 30721
August 28-29, 2007| 2636 2661 0.0 16 3984939 2483 82239

3.4 Event Selection

Event selection is fundamental both for synchronizing tlaeker readout with the Level-1 Trigger signal (see
Section 4) and for producing optimal data samples for thdyaea. As the angular acceptance of the muon
chambers is much larger than that of the tracker volume, gnadirthe triggered cosmic muons only very few
were expected to yield a signal in the tracker modules. Friamlation studies it was expected that the fraction
of triggered events crossing at least one MTCC tracker neodelof the order of0—3. As a consequence, only a
small fraction of the hits in the tracker are due to muons|emtie majority is a background due to the electronics
noise. Selection of interesting events must therefore dlelyrejective.

The request of a track to be reconstructed can certainlyiggdhe necessary rejection, but it may result in low

efficiency and unexpected biases, especially in the firss@pbithe MTCC where the detectors and their alignment
were not fully understood. For this reason a simpler and maivast event selection algorithm was developed to
select events with a muon in the tracker barrel layers. Tgerdhm is based upon the presence of clusters in at
least three out of the four different TIB and TOB layers. @us must also pass a charge threshold of 25 ADC
counts (compared to an expected most probable value befd®eand 150 ADC counts) in order to be considered.

Unfortunately, because of the specific MTCC tracker laywiggered muons could not cross simultaneously TEC
modules and any other TIB or TOB layer. Therefore, for TE@&Ss, events that have physical clusters in multiple
layers are not available. A special event selection, whétjuired just one TEC hit in the event, was used. All
other cuts on the data were performed later in the analysith this selection in place the number of events that
were suitable for a dedicated TEC analysis was reduced lghip@5% compared to all events taken.

Table 7 presents an overview of the different data takingpder separated by changes of the magnetic field value.
For each data set, the total number of events and the numbeenfs retained for TIB+TOB reconstruction output
and TEC reconstruction output are given.

Most of data samples used in the analysis were taken in thedoeom August 23-29, 2006. During this period,
almost no changes to the detector system or the data acgusystem were allowed to ensure that the data taking
would be as trouble-free as possible and the data would b&stent from the perspective of the offline analysis.
Several runs were recorded with the magnet off and with thgneison at field values of 3.8 T and 4 T. Requiring
that the tracker system is in global readout, a total of ah@0truns remain for tracker-specific analyses in this
period.

In addition to these global cosmic runs, several runs ctngisf about 100k events each were taken with non-
optimally configured readout system during the period wierttacker readout was being synchronized with the
global Level-1 Trigger signal.

4 Detector Commissioning

As anticipated in Section 2.3, prior to the data taking, sEv@mmissioning tasks had to be performed in order to
correctly configure the readout electronics.

Commissioning tasks at the MTCC were initially performedeperts and then also by shifters.

4.1 Configuration of Readout Electronics

First of all, a list of active modules and corresponding FE{armels is needed. All analog opto-hybrid (AOH)
lasers are then switched on and off sequentially, while itpeats at the inputs of the FEDs are checked. In this
way the mapping between the detector elements and the FEDelsds determined automatically.

Once the cable map has been determined the APVs are themgabdlin time at the FED. This synchronization
is done using the tick mark signal, which produced by the ABY&y 70 clock cycles, i.e., every 1.745. During
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this procedure the FED samples signals at the full clockueegy in Scope mode. After each DAQ cycle the delay
for the APV tick mark is increased by 1 ns and the measuremep&sated. Given the 40 MHz clock frequency it

corresponds to an effective FED sampling of 960 MHz. Thagisidge{ g, is measured by the time corresponding
tothe largestincrease in signal, as illustrated in Fig FiRal delay values are then written on the front-end hybrids
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Figure 12: A tick mark sampled during a time alignment. Thsing edge and the sampling point are marked. In
the picture are reported only those samplings around tkertark while, during the time alignment, an interval of
1 us is scanned.

Following the time alignment, a gain value is determinedgach AOH. Only four possible gain values can be set
in the AOH, allowing a certain amount of gain equalizatioheTne that results in the tick mark height closest to
640 counts is chosen. The tick mark height is taken to be ffereince between the flattop and the baseline of the
FED sampling profile. To avoid the use of values from theahitvershoot of the rising edge, the sampling point
is taken to beé  + 15 ns (Fig. 12).

The height of the tick mark sets the dynamic range of the ansiignal from the APV. In the final step of the
APV configuration the average pedestal value is adjusted @bbut 1/3 of the dynamic range. This choice avoids
having it too near the lower saturation value, while at theesé@ime provides sufficient range for heavily ionizing
or multiple minimum ionizing particles (6 MIP equivalent).

These commissiong procedures normally do not need to bategpeften. During the the MTCC, the settings
found at the beginning of August were used for the entire thltilng period. In this period, external conditions
such as temperature and humidity were controlled by theimgpalystem, which was monitored by DCS/DSS
system described in Section 2.2.

In order to qualify and monitor detector performance, ptdeans were taken at least once per day or more if the
operating temperature changed by few degrees. Triggeesseat to the modules and all the analogue frames were
acquired. For each channel the average and the RMS of thalsigare then calculated. These values correspond,
respectively, to the pedestal and the raw noise.

As reported previously in this document, if FEDs had to ofgeira Zero Suppressed mode the pedestal and noise
values had to be uploaded into them prior the start of theipbyan. The same pedestal and noise values were
also transferred to the offline DB for use in the offline re¢nuion.

4.2 Synchronization with External Trigger

A fundamental step in the commissioning of the tracker wassimchronization with the other subdetectors. The
signal in each tracker channel is read-out every 25 ns amelcsio a pipeline in the APV. The value is sent to the
FED only if a trigger is received. It is therefore necessargriow which pipeline position correspond to a given
trigger signal. To this aim thiatency i.e. the time required by the electronic chain to receiettigger signal
and send it to the APV, must be measured. The exact latenag was measured by scanning over an interval of
values and searching for the signal coming from cosmic muons

Unfortunately, the data acquired at SX5 were charactefizean anomalous number of noise clusters due to a
few faulty modules (one TOB module and two TIB modules). Mwer, as already pointed out in Section 3.4,
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only in 10~%-103 of the triggered events, depending on the trigger configurathe muon was also crossing the
tracker. These two combined effects implied that the sighater distribution was lost in the tail of the noise
cluster distribution, even though the signal-to-noismeabf the tracker modules were high. In order to extract the
signal from this background, the event selection develdpethe TIB and TOB (described in Section 3.4) was
used. This filter led to a dramatic reduction in the numben&éfclusters and to the identification of clean signal
cluster distributions, even when the latency was not optiriiae cluster charge distribution for TIB and TOB is
shown in Figs. 13 and 14 for two different latency values. Tistograms are obtained from the tracker DQM
software (Section 3.3).
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Figure 13: The TIB (left) and TOB (right) cluster charge otkaccepted cluster with out-of-time APV latency.
The dark-shaded histograms show events with clusters ftoeast three different layers.
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Figure 14: The TIB (left) and TOB (right) cluster charge o€kaccepted cluster with optimal APV latency. The
dark-shaded histograms show events with clusters fronaat three different layers.

The search for the correct latency value took several wegkiseaother subdetectors and the trigger system were
also being commissioned during this period. In particulag, latency scan was complicated by a faulty NIM
module, which introduced a jitter in the trigger coming frtime muon chambers. Therefore, the tracker data from
the first few weeks of the MTCC was taken with non-optimalratevalues. Eventually, this problem was solved
and the correct latency value was determined to be 156 (26its.u

This value has been later checked in a more refined offling/sisdly looking at the variation of the signal in TIB
modules only. The runs used for the analysis are reporteabteB. All these runs were taken in zero-suppression
mode with a DT trigger and the magnet switched off. To rejetks at large impact angle, events were selected
by requiring clusters both in the TIB and in the TOB but nottie TEC modules. The TIB clusters were required
to haveS/N > 8. The distribution of the charge of the cluster collectechia TIB modules was fit with a Landau
function convoluted with a Gaussian function. Figure 15gthe most probable values of the Landau distribution
as a function of the latency value. The points obtained weveth the function

t—to t—to

A

) 3

which describes the CR-RC shaping of the APV in peak modearAfinverting the latency units into ns and taking
into account that to larger values of latency corresponiieedimes, the time constant was found= 56.3+2.1 ns,

exp(—
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Figure 15: Most probable value from the fit to the cluster gbatistribution described in the text for different
latency values.

in agreement with the APV specification, and the optimaHeyevaluet, = 156.0+0.1 (in 25 ns unit) confirming
the value used for the data taking.

5 Tracker Performance

In this section results of the performance studies are ptede First, the performance of single modules is dis-
cussed. Tracking and alignment results are then shown dRastrack information, the study of several quantities
like signal-to-noise ratio, response function, dE/dx andentz angle is finally presented.

5.1 Noise Studies and Problematic Detectors

Module performance depend on geometry, number of stripsdatiout system and service electronics. Shielding
and grounding can in particular affect the detector stgbili

Although all modules selected for MTCC were extensivelygdsit the fabrication facilities during the construction
process, they were lower grade with respect to the moduléshwient to the tracker production line. This fact
explains some issues with performance of several modubsgreed during data analysis.

Table 9 summarizes the pedestal runs used in the followiatys@s. They span the full period of cosmic trigger
data taking, starting with run 20373 on August 16 and endiitg man 20429 on August 29. Typically, a single
run, which consists of about two thousand triggers, wasrtakdhe start of each day. Most of the pedestal runs
were taken in peak mode, which corresponds to the mode udbd thata runs. For the most part, the field was
off during these runs. The magnet was ramping during run 2@8id was stable at 2.0 T and 3.8 T for runs 20422
and 20424 respectively. These runs allow a comparison afgiaband noise values to be made for field off and
field on conditions.

The time synchronization scan taken on August 3 provideinéion on the tick mark height and thus the optical
gain of each laser mounted on the analog opto-hybrids [38talfbration process was applied to the observed
noise, which consists in normalizing the tick mark heigh®® ADC counts. This calibration allows a comparison
of noise values between different lasers. Figure 16 showsiaa noise profile for a single module with 768
readout channels. Two principal structures can be observed

Table 8: Runs used for the analysis of the latency scan.

Run LAT | N. of Clusters| Noise [ADC] | Signal M.P. [ADC]
2476/8 155 684 3.92£0.02 84.5+1.2
2479 154 876 3.87+£0.02 74.2£1.0
2480 156 575 3.96+0.02 90.1+1.2
2503/5/6/7| 157 957 3.94+0.02 68.8+1.2
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Table 9: Timing (T) and Pedestal (P) Runs

Run 20268 20314] 20373] 20379 20388 20391] 20400
Type T = = P = P =
Date 6/8 | 8/8 | 16/8 | 16/8 | 18/8 | 21/8 | 22/8
Field (T)| 0 0 0 >0 0 0 0
Run 20406 20410] 20417 20422 20424 20425] 20429
Type P = = P = P P
Date 23/8 | 24i8 | 26/8 | 26/8 | 27/8 | 28/8 | 29/8
Field (T)| 0 0 0 20 | 38 0 0

Noise [ADC counts]
S
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Strip number

Figure 16: Tick mark height calibrated (dotted) and uncali&d (solid) noise of module 5.2 on the front petal.

1. The 768 strips are separated into six groups with 128 aiamach which represent the six APV readout
chips. The noise is usually higher at the APV edges.

2. A pair of chips correspond to one laser transferring tgeadiof 256 strips. Since the gain can be slightly
different from laser to laser, the noise exhibits steps.

The laser structure disappears after calibration.

5.1.1 TIB Modules

The noise study for the TIB subdetector is summarized inghition. The noise is analyzed separately for layer 2
and layer 3. The pedestal runs from the SX5 data used forttidy are 20314, 20388 and 20422.

In Figs. 17 and 18 the strip noise distribution is shown fgela2 and layer 3 with and without the tick mark height
calibration (run 20314). In both layers, the mean value efrthise was 3.5 ADC counts and the dispersion was
reduced after calibration.

The low noise peak near 1 ADC count in layer 2 was due to a sid@ld and disappeared after calibration as
shown in Fig.19. In one module the noise increased to aboldG éounts after calibrations, while it was between
three and four ADC counts before (Fig. 20). The calibrationthis module was indeed understood to be wrong
because of a fluctuation in the header pulses during thedinoin.

The TIB layer 3 behavior was even more uniform than layer 2ly®@ary few strips had low noise values, both
before and after calibration.

The strip noise distributions for three different runs, 20320388 and 20422, are shown in Figs. 21 and 22. These
three runs span a period of about one month and the latterak@s with a magnetic field value of 2T. The stability
of the system over such a long period and conditions is reafdylgood.

As a further cross-check, the noise in runs 20388 and 2042Bdwn compared strip-by-strip with run 20314. The
difference is plotted in Figs. 23 and 24. For both layer 2 anle3average value of the distribution is negative,
which means the noise reduced with time. This can be due ta# difierence in the temperature, which in turn

could have been determined by a change in the cooling flux. éderythe absolute difference in ADC counts is
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Figure 17: Layer 2 strip noise distribution and Gaugrigure 18: Layer 3 strip noise distribution and Gaus-
sian fit from pedestal run 20314. The noise is showsian fit from pedestal run 20314. The noise is shown
before (solid histogram) and after (dashed histograrbgfore (solid histogram) and after (dashed histogram)
the tick mark height calibration described in the textthe tick mark height calibration described in the text.

\ Noise Profile Module #369213702 | — TIBL2 \ Noise Profile Module #369214217 | — TIBL2
TIB L2 CALIBRATED(#20268 TIB L2 CALIBRATED(#20268

- L F L
o 6
4 F
3.5 5;
3 =
26
= 3
2— C
1.5 2
1= -
F 1=
0.5 L
0:..”\””\”H\HH\H..\HHMH.MH 0’..”\””\”H\HH\H..\HHMH.MH
(] 100 200 300 400 500 600 700 (] 100 200 300 400 500 600 700
# Strip # Strip

Figure 19: Tick mark height calibrated (dot) and unFigure 20: Tick mark height calibrated (dot) and un-
calibrated (solid) noise for module 369213702 calibrated (solid) noise for module 369214217

1) S L L B L L B B IS »w 1T T T T T T T

= = o 3 2 E 2 E

7 - ] 7 L : ]

IS IS

g 10F E & 10F : E

fe) E 7 fe) F i 7

£ C ] £ [ : ]
> =} £

2 L 1 =4 " ¢ i

10 E 10 3

= 1 ; :": 1 P

3 E H..;‘QM..w].um...\.‘.u:

8 9 10 o 1 2 3 4 5 6 7 8 9 10
Noise [ADC counts] Noise [ADC counts]

Figure 21: Layer 2 tick mark height calibrated strigrigure 22: Layer 3 tick mark height calibrated strip
noise distribution for three pedestal runs noise distribution for three pedestal runs

21



— - | X*/ndf 310.5/210 —— o I'X*/ndf 512.8/210
o [ ‘ ‘ Constant 245521 o Constant 234£2.0
= Mean -0.188 + 0.001 = r Mean -0.1739 £ 0.0010
- i Sigma__0.1449 + 0.0008 5 L Sigma_ 0.1517 + 0.0009
5 10PE X2/ ndf 298.6 /210 5 X2/ ndf 544.1/210
N E Constant 224119 N 107 E Constant 2138+1.9
g C Mean  -0.1236 + 0.0011 g = Mean  -0.1362+0.0011
c r Sigma_ 0.1569 + 0.0009 = C Sigma_ 0.1623 + 0.0010
2 ] z | 1
10 3 10 =
1 | 1= 1 =3
HH\HH‘H3?““1\”“1““: Bt Ll 3
2 -15 -1 -05 0 0.5 1 15 2 2 -15 -0.5 0 2
Strip Noise Difference [ADC counts] Strip Noise Difference [ADC counts]

Figure 23: Tick mark height calibrated noise strip difFigure 24: Tick mark height calibrated noise strip dif-
ference distribution for layer 2 ference distribution for layer 3

low and compatible with temperature fluctuations. Theselt®sonfirm that the strip noise was stable for the full
data taking period.

5.1.2 TOB Modules

All the TOB modules used in the MTCC tracker were older, predpiction versions: both hybrids and sensors
came from non-qualified batches and lots. These modulesaigained a higher percentage of open channels than
the modules used to construct the CMS TOB, and one of thetedlemdules had a history of APV problems.
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Figure 25: Layer 1 strip noise distribution and gaud-igure 26: Layer 5 strip noise distribution and gaus-
sian fit from pedestal run 20314. The noise is showsian fit from pedestal run 20314. The noise is shown
before (solid histogram) and after (dashed histograrbgfore (solid histogram) and after (dashed histogram)
the tick mark height calibration described in the textthe tick mark height calibration described in the text.

Figures 25-30 show the summary distributions for the naidayer 1 and 5 of the TOB. Runs 20314, 20388 and
20422 were used, as it was done for the TIB in the previousosect

One module exhibited problematic pedestal and noise valsiearly as pedestal run 20314 and, by run 20379, the
majority of the channels had saturated pedestals. Thiarkeé visible as a low noise peak at 1 ADC count in
Figs. 25 and 27. The saturated pedestal distribution caedre is Fig. 31. The condition of saturated pedestals
remained unchanged throughout the MTCC run. This modulekwag/n to have problems from earlier testing at
CERN and was included in the MTCC tracker only in the absefhother options.

Two of the APVs on one module developed a problem at some peimteen runs 20391 and 20400. Figure 32
shows the change in pedestal values for APVs 5 and 6 in thisulaodrhe solid line shows the initial values
and the dashed line the final values. This condition of highegtals for the last two APV'’s persisted throughout
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the MTCC run. Unlike module 71972, there was no hint of protsdor this module previous testing at CERN.
Despite this change in pedestal value, the noise for thisubeaslas practically unchanged.
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Figure 31: Saturated pedestal module. Figure 32: Modulk high pedestals on last two

APVs. Pedestals are shown for run 20391 (solid) and
run 20400 (dashed).

In general increased noise was observed at the boundatiesdyeAPVs on modules. This effect was noted even
during single module tests. However, rod testing, both @pttoduction sites and at the integration site at CERN,
showed a broader increase of noise at the APV edges. Thisigramise distribution, hereafter calledng effect

is due to the formation of an event-by-event-different slapross the 128 APV channels: as this fluctuation is not
flat, the common mode subtraction doesn’t remove it at thegdg

Module positions within a rod are labeled in increasingrder, so that the sixth position is near the readout end
of the rod. The source of noise leading to the wing effect appto be coupled most strongly to the position six

modules and diminishes with decreasing position numbee Adise is also most strongly coupled to the outer
APVs of the end modules.

Figure 33 shows the noise data for modules 1 and 6 of the fiddghrthe first layer of the MTCC TOB system. A
similar effect can be seen in the second rod of the first TOBrlayd both of the (SS6) rods in the second layer
barely show this effect. This difference—between SS4 artli88s—has been noted in TOB integration testing.
Double-sided rods, which contain 6 pairs of 4 APV modulehjlgika wing effect that is intermediate in magnitude
between the SS6 and SS4 rods.

A grounding and shielding schema which greatly reduce theywifect has been developed in the final tracker
assembly. In addition it may be possible to reduce furthemtimg effect by adding a linear term (slope across the
128 channels of an APV) to the common mode noise subtraclimmitnm in the FED. This technique has been
shown to be effective in an event-by-event study of post-F&pedestal data.

A comparison of the noise at the MTCC was made with data fraenfi®B module construction sites. All the
modules have been tested using the APV Readout ControlRE}Aystem [36] before they were mounted on the
rod structures. Therefore the analog opto-hybrid was nidhgiided in the read-out chain. To aid the comparison,
the signal amplitudes measured with the ARC system haveihemrased by a factor of three, which corresponds
roughly to the additional gain due to the lasers on the AOHtHeumore, in the ARC data the common-mode noise
subtraction was not performed. An open channel, i.e. a aiaisconnected because of a missing bond or with a
break in the metallization of the strip, has a lower noisealbse of the reduced capacitive load on the APV input.
Most of the observed common mode noise couples in througbethgor and open channels are therefore largerly
unaffected. As a result, when common mode noise subtraigtiorade for all 128 APV channels, the common
mode noise is effectively reflected in open channels. THiécehas been observed in all four APV modules, while
it is absent for six APV ones, which have a lower common-maaleen Figure 34 shows a comparison of ARC
and MTCC data for module 6184, a 4 APV module, where this eféeevident for the opens at channels 12, 237
and 457.

Aside from the module with pre-existing problems and the uledvith the two high pedestal APV's, the TOB
pedestals and noise were stable. There is some indicationtfre electronic log that a significant shift in pedestal
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Figure 33: Noise on wings of the outer APV'sFigure 34: Comparison of MTCC data (solid) with
near rod CCUM for module 1 (solid) and module &onstruction data (dotted).
(dashed).

values occurred early on in the run. Figure 35 shows a cosgasiof pedestals for module 6180 from three
pedestal runs. From the figure it is clear that a 15% upwaftlishialues occurred at some point after run 20401.
However, the same figure shows essentially no differencedesgtal values between latter runs 20424, where the
field was at 3.8 T, and run 20429, where the field was off. Eveara/lthe pedestals did change there was little
change in noise, as is illustrated in Fig. 36 for the same reoaiud the same pedestal runs.

Typically, the noise values were between 4 and 5 ADC courntss Value is consistent with the experience from
TOB integration for peak mode. Discounting the two probleodnuies noted above, bad channels were also stable
throughout the run.
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Figure 35: Module 6180 pedestals in run 2040Eigure 36: Module 6180 noise in run 20401 (dashed),
(dashed), run 20424 (solid) and run 20429 (dotted).run 20424 (solid), and run 20429 (dotted).

5.1.3 TEC Modules

To study the noise behaviour of the 34 TEC modules availabtbe MTCC, the same procedure is performed
as for TIB and TOB modules. In Figs. 38 to 41 the calibrated amchlibrated values of noise in run 20314 are
shown. Since the noise increases with increasing stripttefngm ring 4 to ring 7, the distributions are shown
individually for each ring.

In general, the width of the noise distributions is reduckérapplying the calibration due to the adjustment of
the laser gains. Only for ring 5 modules does the calibrdtad to a second peak at higher noise values. This
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behaviour originates from a single module, which is mourtedosition 5.3 on the front petal. This effect is

evidenced in Fig. 37 where the noise increases for the thierl(channels 513-768) following calibration. The
increase is attributed to fluctuations of the tick mark fas thser during the timing run, as already observed for
one TIB module.
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Figure 37: Tick mark height calibrated (dot) and uncalibdagsolid) noise of TEC ring 5 module with high noise
in one APV pair.
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Figure 38: Tick mark height calibrated (dotted) and Figure 39: Tick mark height calibrated (dotted) and
uncalibrated (solid) noise of ring 4 modules. uncalibrated (solid) noise of ring 5 modules.

To verify the stability of the noise behaviour pedestal ra0814, 20388 and 20422, taken during a period of
approximately one month, were compared with each otheurBfg42 to 45 show the noise distributions obtained
from the three runs. The variation with time is found to bepanall.

To verify this behaviour on a single strip basis, the distiitn of the noise difference for each individual strip
is shown in Figures 46 to 49 with respect to run 20314. Dasimas Icorrespond to run 20388 and solid lines
to run 20422. All differences are in agreement with zero dhdistributions are well described by a Gaussian
distribution. Only the comparison between the second ruteumvestigation and the reference run for ring 5
modules shows a significant number of strips with a highefedihce in noise than the other channels. This
behaviour is caused by a group of 256 strips of a single moasilshown in Fig. 50. This silicon sensor on
position 5.3 on the front petal has increased noise at thensdlaser during the last pedestal run analysed here.
This increase can be induced by a temporary change in theegaditions, for example, due to a difference in the
operating temperature. The deviation does not appear ifirsh@edestal run under investigation (Fig. 51).

Based on these results it can be concluded that the noise GfEE modules was stable during the entire data
taking period.

5.2 Tracking and Alignment

Three different alignment studies were performed on the KTtacker setup and are presented here. A first
set of global corrections was determined using cosmiceciatl before moving the tracker to SX5, in order to
provide fast feedback to other analyses depending on temdnstruction. A detailed study of module-by-module
alignment was done on the same data to estimate the besttdacksolution with cosmic data. Finally, data
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Figure 40: Tick mark height calibrated (dotted) and
uncalibrated (solid) noise of ring 6 modules.
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Figure 42: Tick mark height calibrated noise of ring
4 modules for three pedestal runs.
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Figure 44: Tick mark height calibrated noise of ring
6 modules for three pedestal runs.
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Figure 41: Tick mark height calibrated (dotted) and
uncalibrated (solid) noise of ring 7 modules.
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Figure 43: Tick mark height calibrated noise of ring
5 modules for three pedestal runs.

-
S}
w

Number of Strips

-
o
o

10

Ring 7

bl

1 2 3 4 5 6 7 3 9
Noise [ADC counts]

0

Figure 45: Tick mark height calibrated noise of ring
7 modules for three pedestal runs.



X2/ ndf 167.6/105 X2/ ndf 88.59/99
» L e e e A e e e ® L B e e s
o R 4 Constant  87.3+2.0 o | R 5 Constant 1979+ 2.8
F102 Ing ke Mean-0.03699 + 000280 & - Ing Mean  -0.04:0.00
s F R Sigma 01562+ 0.0023 502 Sigma0.1532 + 0.0013
s C T = E ;
2 L X/ ndf 171/105 2 E X2 Indt 1619/115
E L Constant  81.96+183 £ r Constant  160.422.4
=] =3 -
=4 Mean-0.01403  0.00308 z [ Mean 0,005463 £ 0,002153
10 Sigma 0.1657 + 0.0024 Sigma  0.1831+ 00018
E T 10 3
L b 4
#
1= — #
E 3 1E i —
E 3 E H E
= 7 E H 3
F J H
E H ]
E J = H ]
H
L i L H i
SIS I IR £ | S T E fo1 s I
-2 - - 0.5 . -2 -1.5 -1 0. 0.5 1 .
Strip Noise Difference [ADC counts] Strip Noise Difference [ADC counts]

Figure 46: Tick mark height calibrated noise differ-  Figure 47: Tick mark height calibrated noise differ-

ence of ring 4 modules. ence of ring 5 modules.
X2/ ndf 120.8/104 ¥ I ndf 117.4/107
@ L 0 B I B e SRS Y L B I B B e os2a
o . onstan + = H onstant *
s12- Ring 6 = | Ring7 ‘
E 21— i
E C Sigma 0.1713 £ 0.0023 “6 10 F e Sigma 0.168 +0.002
s F = o £ =
2 L X2/ ndf 98.76/114 2 C X/ ndf 108/112
g - Constant  70.85 + 154 g r Constant ~ 114.2+2.0
2 Mean 0.01919 + 0.00337 =4 [ Mean 0.01336 + 0.00249
10 ? Sigma 0.1958 + 0.0027 10 g Sigma  0.1748 + 0.0019
1= E 1 4 -
L | ] ]
[SPUR IS M | I I LL“‘WUI PRI BRTRA - i E A
-2 - - -0.5 0.5 . -2 -1.5 -1 -0.5 0.5 .
Strip Noise Difference [ADC counts] Strip Noise Difference [ADC counts]

Figure 48: Tick mark height calibrated noise differ-  Figure 49: Tick mark height calibrated noise differ-

ence of ring 6 modules. ence of ring 7 modules.
g ] i ]
> - B = B
o 6 — o 6 -
e C ° 1
Q [ Q il
[a) [ - a -
< 5 = < 5 -
[ - [ —
@ 1 2 B
2 4k = 3
3 = 3 =
2 = 2 =
1= = 1 =
0:\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\: 0\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\:

100 200 300 400 500 600 700 100 200 300 400 500 600 700

Strip number Strip number

Figure 50: Tick mark height calibrated noise of mod- Figure 51: Tick mark height calibrated noise of mod-
ule 5.3 for the second pedestal run under investigation ule 5.3 for the first pedestal run under investigation
(dotted) and the reference run (solid). (dotted) and the reference run (solid).

28



collected at SX5 was analysed with the HIP algorithm (Secsid..3).

5.2.1 TIB Survey Measurements

A set of survey measurements was made on the MTCC TIB stestdrhese measurements were used to deter-
mine the centre points and orientations of the sensors hwhiturn served as the starting point for the alignment
studies.

Prior to mounting modules, measurements on the TIB layacttres had been made using a DEA measurement
machine [37] with a touch-trigger probe capable of meaguitie coordinates of up to 2 000 points in three hours
with an accuracy better than »n. A cylindrical reference frame, similar to that which vk used for CMS, was
defined for each TIB layer by measuring the coordinates oftinface of the bushings located at the layer flanges.
For each module location a set of measurements and opesatamdone in order to determine the orientation of
the ledge plane and define a local right-handed referenceefrhased on CMSSW.

From the DEA measurements, the engineering drawings of tiduta frame, and the Gantry measurements, the
centre and orientation of the silicon active areas were edetpband compared with the expected values. Ta-
ble 10 summarizes the measured and expected values forltregdius for each MTCC TIB sub-layer. Modules
mounted on the external or the internal part of the mechhsinzcture are shown separately. The polar radius is
defined as the radial distance from thaxis to the sensor centre.

Table 10: Measured value and distribution spread of the thRE®ITIB layer cylindre polar radius compared with
the design value. The polar radius is measured incthplane from the: axis to ther¢ sensor center.

MTCC TIB Polar Radius [cm]
Layer | Part| Mean| RMS | Design
2 int | 31.96| 0.03 | 32.19
2 ext | 35.41| 0.07 | 35.61
3 int | 40.35| 0.01 | 40.25
3 ext | 43.52| 0.02 | 43.45

The mean and RMS of the distributions of the residuals betvibe measured and expected values of zhe

coordinate are shown in Table 11. The large discrepaneyfar the MTCC TIB Layer 2 is due to the structure

used, which is not a semi-cylindre made of carbon fibre asiséise with the actual CMS TIB, but only a smaller
structure made out of PVC.

Table 11: Residuals between the measurgtf®) and expectedz£*°)) position of sensor centres along the
direction for the internal and external surfaces of the MTIOB layers.

MTCC TIB | z7as — zptoj [m]

Layer | Part| Mean RMS
2 int | —476 74
2 ext -9 141
3 int | +126 57
3 ext | —199 62

The tilt angle is defined as the angle between the normal teghsor plane and the radial directionzin plane.
Measurements of the angles, summarized in Table 12, aréstamswith the design value of 9 degrees.

The measured coordinates of the sensor active area centetecal reference frames are included in the TIB
construction database and used to align the MTCC TIB moduithén each layer (see Section 5.2).

5.2.2 Pre-Alignment in the Tracker Assembly Hall

This alignment study was performed with data collectedgisaintillators in the tracker assembly hall (sec.2.1). A
standalone algorithm which uses only the information orpitegtion of hits in thez, y) plane was applied to TIB
and TOB.The algorithm calculates corrections of the nedgpiosition of TIB with respect to TOB in this plane.
The corrections are parameterized by two translations aathdon: a shiftAz along ther axis, a shiftAy along
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Table 12: Measured value and distribution spread of the th€®I TIB ledge plane tilt angle compared with the
design value.

TIB+ Tilt Angle [deg]
Layer | Part| Mean| RMS | Design
2 int | 872 | 0.19 9
2 ext | 10.36| 0.17 9
3 int | 879 | 0.18 9
3 ext | 8.74 | 0.27 9

they axis and a rotatiorh ¢ around the: axis.

The algorithm relies on a linear fit of straight tracks: th&alwere collected with the magnetic field off. Only
events with hits in all four layers were considered. Thedebtsample represents 3155 events out of the original
sample of 12 340 events.

The rotation of TIB with respect to TOB was first determinedaorect a double-peak structure in the TIB residuals
(Fig. 52, left plot). The distribution of the angle betweesck segments in TIB and track segments in TOB was
interpolated by a Gaussian distribution, the mean of whigchgjan estimate ah¢ (Table 13). After correction,
the two peaks merge, as shown in Fig. 52.

Table 13:A¢ estimate from a Gaussian fit to the difference in slope betwéB and TOB segments.

< A¢ > (rad) | 0.0602:0.0004
oag (rad) | 0.0092% 0.0003

Az andAy are consecutively obtained by the minimizationdfvariables constructed from the mean residual and
errors, determined from a Gaussian fit to the residual tidiion. The results of the minimization are summarized
in Table 14. The large shift in the coordinate reflects the low precision on the relative positf TIB and TOB
substructures in the MTCC setup, which has no relation vki¢huitimate precision on the final tracker assembly.

Table 14: Translation of TIB with respect to TOB.

Az (cm) | —4.188 £ 0.012
Ay (cm) | 0.082+0.014

The residual distribution after correction is centred abzas shown in the Fig. 52. After applying these cor-
rections, the number of reconstructed tracks increased #62 to 2526 and the spatial resolution improved as
well.

5.2.3 Local Alignment Sensitivity with Assembly Data

Another alignment analysis was performed with data cadlédh the tracker assembly hall, using scintillators
to trigger cosmic muons, in order to assess the ultimatetaétysof cosmic data on the position of individual
modules. The study was done in the overlap regions of theil&re modules in different layers cover the same
z region. The small lever arm between these modules ensusdlexicresolution and thus good sensitivity to
sensor positions.

Events with one hit in TIB L2 and two hits in TIB L3 were seledtafter applying the pre-alignment corrections.
A track segment is constructed from the two outermost hitse dlignment estimator)oy, is defined as the
residual between this segment and the innermost hit of TIBTL& distribution ofA gy before correction (Fig. 53,
left plot) is not centered at zero, indicating a displaceroéthe internal side of TIB L3 with respect to the external
side. By minimizing the sum of the residuals squared, weinlatahift of 1.2 mm.

The residuals were found to depend linearly on the trackeanfhe individual module positions were then cor-
rected inz andy to compensate for this effect. The final distribution of theiduals is shown in Figure 53 (right
plot). The modules in TIB L3 have 12n pitch, hence the expected resolution 2,m/+/12 = 35um for or-
thogonally incident tracks, crossing one strip alone, digtisy better for tracks crossing two or three strips. From
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the width of this distribution, which is about 4Bn, and correcting for the geometrical factor from extrapota
the estimated point resolution, which includes all thedheal effects from mis-alignment, multiple scattering, and
intrinsic resolution, is about 30m, which is consistent with the expected value.
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5.2.4 Alignment Analysis of MTCC Data

As previously mentioned (Section 3.1.3), the final aligntreamrections were obtained with MTCC data from the
HIP algorithm. This alignment analysis was done on the ktrggmple of events with the magnetic field off. Even
for this large set, however, alignment at the module levptablematic due to the limited number of muon tracks
intersecting any given module. The alignment was, theegfonly performed at the level of TOB rods and TIB
strings and not at the level of single module as it was donghédrprevious section, using data taken in the tracker
assembly hall (but even then, only few modules could be atign such precision using the overlaps). The survey
information (Section 5.2.1) was used as a starting points ffroviding some knowledge of the alignment at the
module level.

In addition, the MTCC tracker geometry was not optimal fromasignment point of view. The TOB data, for
example, suffer from a small number of layers, a limited mofjtrack angles and a large lever arm. The barrel
alignmentwas then done in two steps: 1) alignment of TOB waitis TIB strings fixed, assuming the internal TIB
misalignment was small compared to that of the TOB due t@bstirvey information; 2) alignment of TIB strings
with TOB rods adjusted based on the results of step one.

In the first step (the alignment of TOB rods) the free paramedee the position in the measured coordinate (local
u coordinate) and the rotation around the radial axis (Igcadtation). In the second step (the alignment of TIB
strings) the free parameters are the logcatoordinate, the local rotation and the radial coordinate (local
coordinate).

The total movements applied by the algorithm are summaiizddble 15. The same alignment procedure was
run without using the survey information.

As can be seen in Table 16, a clear improvement of the tracktyjuath alignment is observed. The input of
survey measurements also improves the quality of tracknstoaction by adding individual module information.
In order to account for remaining misalignment, the hit ersancreased by 100m.

31



(Au) [mm] [ (Aw) [mm] [ (&) [mrad]
TOB 9.91 N/A 7.2
TIB 0.31 1.7 0.76

Table 15: Average local shifts applied to the sub-strugtofel 1B and TOB by the alignment algorithm.

Table 16: Most sensitive track quantities for three differ@lignment conditions. All the numbers are evaluated
for tracks with hits in 3 or more layers.

Alignment # rec. X2> (#of hits) | res. TIBL2 | res. TIBL3 | res. TOBL1| res. TOBL5
status tracks mono [um] | mono [um] | mono [um] | mono [um]
No alignment 1460 | 20.1 3.3 526 416 2660 1986
Prel. alignment 3263 | 16.5 4.0 518 387 1547 1999
Alignment w/o survey| 4894 6.5 4.3 208 135 389 710
Alignment w/survey | 4956 6.0 4.3 177 125 357 687

5.2.5 Track Reconstruction Results

The numbers of reconstructed tracks after applying thenalent corrections for both the Cosmic Track Finder
and the Road Search Algorithm are given in Table 17.

Table 17: Number of reconstructed tracks for the Cosmic KiiEinder and the Road Search algorithm in the
different data samples. The smaller number for the Roadc8edgorithm is the result of a limited geometrical
acceptance.

B =00T|B=38T | B =4.0T
Cosmic Track Finder 5108 3588 583
Road Search 4737 2343 267

The distributions of the most interesting quantities oforestructed cosmic muon tracks in the = 3.8 T data
sample are shown in Fig. 54. The smaller number of recortstlucacks of the Road Search algorithm is due to
seeding generation, which requires an inner hit in TIB l&@nd an outer hit in TOB layer 1 or 5, resulting in
a limited geometrical acceptance: tracks with, for examipis in TIB layer 3 and the two TOB layers are not
reconstructed. As a cross-check, these hit requiremenitsiieen applied to the Cosmic Track Finder, and this
resulted in a comparable number of reconstructed tracks.

Apart from the different numbers of reconstructed tracks, tivo track algorithms lead to similar performance.
The ¢ distributions show a peak arouner /2, being compatible with tracks that originate from the toptto#
detector and travel outside in. Bothandn distributions of the two algorithms are compatible with thigger
layout. The different geometrical acceptance of the twetigms affects also the measured spectrum. The
number of hits per track is smaller for the Road Search, dime@lgorithm uses matched RecHits instead-of
and stereo RecHits separately.

5.2.6 Comparison of Tracks Reconstructed in the Tracker andn the Muon Chambers

To verify the track reconstruction performance, a comparf tracks reconstructed by the Cosmic Track Finder
and tracks reconstructed in the muon chambers was perforifteg track direction was calculated both in the
uppermost tracker layer hit by the muon and in the innermgstable Drift Tube chamber.

Figure 55 shows the correlation of the direction measureithénabsence of magnetic field. The width of the
difference¢,, — ¢pr is about 25 mrad. The poor resolutionsrdirection is the cause of the large spread)in
correlation. The spread is significantly reduced by setgdtiacks with hits in all layers.

For events with the magnetic field, as expected, the diffterefp,, — ¢pr (Figure 56) decreases with increasing
transverse momentum and it has different sign for positidereegative muons. The measured charge occasionally
happens to have the sign opposite to that expected from ffeeettice between the phi measured in the tracker
and the phi measured in the muon drift tubes. This charge flquis because the tracker tracks are made of
three hits only, which makes their measured properties semgitive to residual misalignment and to noise. fhe
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correlation is similar for tracks reconstructed withoutgnatic field. To perform a more quantitave comparison it
would have been necessary to propagate the track from ttleetrto the muon system or viceversa. Unfortunately,
the uncertainty on the measured momentum, both in the trackkin the muon system, combined with the amount
of material traversed by the muon and the lack of knowledgehemelative position of the two subdetector, made
a quantitative comparison impossible.

5.3 TIB and TOB Performance

The performance of TIB and TOB modules were assessed bysamglthe properties of reconstructed clusters,
either associated or not to reconstructed tracks. Duriteytd&ing all modules were kept at bias voltage of 200 V,
above the point where full depletion of the silicon bulk ihi@wved. The APV chip was operated in peak mode and
zero suppression was performed in the FED.

The position inside the module of all reconstructed clisstier events with one hit in at least three different TIB
and TOB layers, is shown in Fig. 57. The distributions araiaiform, with the exception of TOB layer 1, where

an excess at chip edge is present because of “wing noisefilbed@arlier. This uniformity is a further proof that

the number of noisy strips was small, although the moduled irsthe MTCC were of pre-production grade. The
number of noisy channels was consistent with results fromduteoproduction tests and stable with time.

The charge of clusters generated by cosmic muons is propaito the length of the path in the sensitive volume of
the detector. Slanted particle will therefore generateistet of higher charge. If the cluster is correctly asseciat
to the reconstructed track it is however possible to resbaleluster charge to the traversed detector thickness. In
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Figure 57: Cluster position for TIBand TOB & = 0T.

Fig. 58 the resulting charge distribution is shown togettidr the results of the fit to a Landau function convoluted
with a Gaussian function. The most probable value of the barfIP in the plot) is indeed proportional to the
module thickness, while the sigma of the Gaussian (GSigewumt for the uncertainty in the track direction and
the spread in the opto-hybrid gain value, as will be disadigs&ection 5.5.

The distribution of the corrected cluster charge versug pwsition is shown in Fig. 59. The only deviation from
a uniform distribution is an excess of low charge clusterf@B layer 5, due to a faulty module. A small excess
around the horizontal line at 250 may also be visible. Thisz is due to the data processing in the FED, which
works with 10 bits ADC range, but is limited in zero-suppegbsnode to 8 bits. To avoid, at least partially, the
loss of information, 1023 ADC value is set to 255, values fizBd to 1022 are set to 254, while values from 0 to
253 are left unchanged. As can be seen from Fig. 60, clustegetalso showed good stability across the entire
data taking period.

Signal-to-noise ratio distributions, again correctedtf@ path length, together with results of the fit to a Landau
function convoluted with a Gaussian function are presemtédg. 61. The noise of the cluster is defined here as
Octuster = \/D_; 02 /Nsrips, Whereo; is the noise of strig measured in the pedestal run and the sum runs over
all strips in the cluster. The quadratic sum is divided byrthenber of strips in the clusteN,,s. Therefore, on
average, this cluster noise is equal to the single stripepaisiependently of the cluster size .SXN ratio of about

28 for the TIB and 33 for the TOB was measured in peak mode. &balts indicate excellent performance of
these tracker substructures.

In Fig. 62, the cluster charge distributions are compardhealistribution in simulated events. The only parameter
that could be adjusted to data is the number of ADC countsgbeased charge in the silicon bulk. This conversion
factor was set to 256~ /ADC count. The agreement between real data and simulatiowssthat the particle
interaction with the material and the detector responsevatieunderstood.

A more detailed investigation of the charge distributionthivi a cluster can be the obtained from the response
function,n,..s. To build this function, in each cluster, the strip with thghest signal and the adjacent strip with

the highest signal are selected (whether or not they alsmbeb the cluster). Of these two strips the one with the
smaller strip number is referred to as the left strip and therone as the right strip. The response function is then
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defined as

Qlcft

7 1
Qiert + Qright @

TMres =

whereQief; (Qrighs) IS the charge of left (right) strip in the cluster. By defioit 7, is distributed between 0 and

1. lonization deposited in the silicon bulk by the chargediple can be shared between several strips, which then
form a cluster with more than one strip. In this cgsg has a fairly smooth distribution between 0 and 1. But

is also sensitive to charge coupling between the adjaceps sif the signal is not shared between several strips
and the entire ionization charge is deposited on the sinigfe(s)1), the adjacent stripg)s and@Q3) can still have

a non-zero signal because of the cross-ta)k (

Q2 = 2Q1,Q3 = 2Qq; 2

As a result the signal on the central strip is reduceflte 2x)Q;. Thus, the response function for such clusters
is equal to

x
res — T 3
n T2 (3)
if the largest induced signal happens to be to the left of #rgral strip or
1—-2x
Nres = 1 ) (4)
— X

otherwise. This effect results in a two-prong distributadm, clearly visible in Fig. 63 for all clusters.

This distribution is especially sensitive to the charge aghadjacent strips. The value of the cross-talk¢an
be extracted by isolating the left peakin.s distribution for single-strip clusters (Fig. 64) and byifig it to
a Gaussian shape. .1 is the mean of the Gaussian distribution for left-prong krsjrip clusters, then the
cross-talke has the value of

Tres1
r= sl 5
1 + Tres1 ( )

From the fit, the value of cross-talk was determined t@.8e-2.3% for TIB L2, 6.74+2.1% for TIB L3, 6.2+1.6%
for TOB L1, 6.6 4= 1.9% for TOB L5. The width of the peaks in,s distribution is determined by the readout
noise, which is the main component in the single strip noise.

Despite the tuning of the cross-talk in the Monte Carlo satiah, the two-prong distribution in Fig. 63 is more
pronounced in simulated events than in the data. This désagent is not fully understood, but it may be due to a
difference in the distribution of the tracks inclination thre modules. Unfortunately statistics was not enough to
perform a more refined study, e.g. as a function of clustgr stultiplicity.

The strip multiplicity is determined by several factors;lsas track inclination, magnetic field effects, strip pjtch
sensor thickness, and cross-talk. Cluster noise and striyficity for runs taken with the field off are shown in
Fig. 65 and Fig. 66. Distributions are similar for runs witieffield on. In Fig. 67 the cluster size distribution in
data withB = 3.8 T is compared to simulated events, showing a resonableragrae

5.4 TEC Performance

As described earlier, in the MTCC configuration, the TEC perfance can not be studied using tracks, therefore
it is not possible correlate basic cluster quantities willck parameters. In Figure 68 the distribution of the cluste
charge is shown. Cosmic muons hits, peaks at about 200 ADGt€and are clearly separated from the tail of the
noise. The apparent peak around 30 ADC counts is due to thaldigrnoise cut at 5. In the following analysis,
this peak has been eliminated by requiring a minimum clustgral-to-noise of 10. Furthermore, clusters with a
charge of more than 500 ADC counts are ignored.

Figure 70 shows the cluster noise as a function of ring nurabehe petal. The noise increases with capacitance
as a result of increasing strip length for the outer rings.

The signal-to-noise distribution for all clusters is showrFigure 69. The fit with the Landau function yields a
Most Probable Value (MPV) of about 47. Such large value istdueacks which cross the detector with shallow
incidence angle. Figure 71 shows instead the signal-teerfoir single strip clusters in ring 4 modules of TEC.
The Landau fit yields an MPV of 28, which is consistent with lueaof 29 obtained in test beam [39].
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Figure 63: Cluster response functigp. for TIB and TOB forB = 0T. Solid line - MC simulation, points -

data.
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Figure 64: Cluster response functign , for TIB and TOB for single strip clusterd = 0T.
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Figure 72 shows the cluster charge separately for thin &)ragnd thick sensors (rings 5-7): nominally the thickness
is 320um and 50Qum respectively, though in both cases the active sensorrthgskis 20-3@:m less. Most TEC
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Figure 72: Cluster charge for ring 4 modules (left) and rintg %ing 7 modules (right)(B = 3.8 T). In both cases,
the result of the fit with a Landau function is shown.

clusters comprise 2 or 3 strips (see Figure 73), which is @ratge to the cluster sizes obtained for TIB and TOB
modules.

A study was made to see if the sample could be enhanced withMaC hits by requiring specific triggers to have
fired. A detailed analysis of the trigger statistics cleathpws that TEC events are preferably associated with the
triggers from the CSC (Fig. 74). In Fig. 75, the cluster cleadistribution is shown separately for CSC inclusive
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histogram: ring 5 to ring 7 modules).

and DT inclusive triggers and for CSC inclusive and RPCTBusige triggers, respectively (Section 2.4). Whereas
a clear signal distribution is visible for CSC, the other twggers show only broad background distributions. This
effect can be understood from the geometry of the MTCC sefine. CSCs are closest to the TEC modules and
mounted parallel to the TEC sensor plane. When requiringaatlone hit in a TEC module and a CSC trigger,
very few hits in TIB and TOB are left, which again shows thas ot possible to find tracks passing through TEC
and TIB/TOB layers simultaneously.

5.5 Gain Measurement

The charge released in silicon by the passage of a chargéd@amanslates into ADC counts assigned to a set
of channels making up a cluster. Non-uniformities in therghacollection and in the readout chain can affect the
amplification and linearity of the primary charge. The comgats involved in this chain are the silicon wafers,
the strips, the APV and AOH chips, the optical fibres and thB FE
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Figure 75: Comparison between CSC and DT trigger (left) o€ @8d RPCTB trigger (right), both with a cut on
SIN>10(B=3.8T).

A significant contribution to possible gain non-uniforragiis expected to come from the Linear Laser Driver
(LLD) [40] on the AOH. As mentioned in Section 4, the LLD hashalesigned with four gain settings, allowing a
certain amount of gain equalization. The residual nonarmiity after optimal settings are applied is still expected
to be at the level of 15%.

Even in the presence of a perfectly uniform detector andtr@leic components, signal height non-uniformities
may arise in the signal sampling step because of non-pegadbut synchronization.

Alinear and uniform amplification (gain) across all the chelis of a silicon module is fundamental for the ultimate
space resolution obtainable with these detectors. Alempénformance of the particle identification technique with
energy loss in the silicon detectors is sensitive both tatteolute calibration scale and to gain non-uniformities.
For this application, uniformity must be guaranteed actbedull tracker and not only at the level of individual
modules.

The response of part of the signal processing chain wasnautaising the height of the digital header produced
by each APV. The height of the digital header is not affectgdty of the APV settings. The average among the
two tick heights {"H) of the APVs connected to each LLD has been measured aftenagain values were set
in the LLD.

Figure 76 shows the distribution of tkeT H > /T H values of all APV pairs, where: T'H > is the mean of all
responses. The ratia TH > /T H; can be interpreted as the inter-calibration factor to bdiegpo the signals
produced by thé!* APV pair.

The inter-calibrations measured with the tick-height mdtbannot account for non-uniformities in the silicon, in
the amplification chain preceding the LLD, as well as nongeréynchronization of the readout. The ultimate
precision on the inter-calibration constants can only kiakd by looking at signals produced by particles. For
this reason, the charge of the clusters associated witkstk@as used to produce a separate charge distribution for
each APV pairs. The charge was normalized to the distancellied through the active material of the module.
This step required the knowledge of the track incidenceeaaglthe detector and the thickness of the sensor.

The obtained distributions were then fit with a Landau cuitee Most Probable Value of the distribution (MP) is
used to compute the inter-calibration constant as the kg < MP >. The distribution of th&IP/ < MP >
values is shown in Fig. 76. Only the distributions havingestst 60 cluster charge entries and yielding a ratio
betweeny? of the fit and the degrees of freedom smaller than 2.0 have dmwsidered for this plot.

It can be noted that the accuracy of this method relies onskenaption that all APV pairs were illuminated with
the same muon momentum spectrum. This hypothesis may netalbzead due to geometrical reasons. However,
the momentum cut of about 3 GeV, due to the iron to be travdygékde muons, the exponential fall of the cosmic
muon momentum spectrum and the fact that in the range 3 to 6tBe®hergy loss variations are below a few per
cent, validate the assumptions that the observed differeaie dominated by instrumental effects.

The correlation between the corrections computed with weerhethods, which is relatively good, is shown in
Fig. 76.
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track

Figure 77: Lorentz drift in the microstrips silicon sensors

5.6 Lorentz Angle Measurement

It was possible to measure the Lorentz angle [41] in theasilisensors with reconstructed tracks. The method
takes advantage of the fact that the electric field is norm#ie strips and therefore, in absence of magnetic field,
the drift direction is coincident with the field lines. Henfg normal incidence particles, only one strip is hit,
while the cluster size increases with the incidence angighé presence of magnetic field, the drift direction is
no longer along the electric field drift lines, as shown in.Fi@. Therefore the minimal cluster size is found for
particles traversing the sensors with the same inclinatfahe drift lines.

Since the angle between electric field and drift directiobyiglefinition the Lorentz angle, the angle providing a
minimal cluster size measures it directly. Two profile plotsluster size versus the tangent of the incidence angle
are shown in Fig. 78 for TIB Layer 2 for 0.0 T and 3.8 T respesttiv
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Figure 78: Cluster size versus incident angle in TIB Layesrd&) no B field and (b) 3.8 T. The difference among
the minima corresponds to the Lorentz angle.

The function used to determine the minimum is
. t
Size = B P | tan 6; — po| + p2

wheret is the detector thicknes®, is the pitch ang,_» the fitted parameters. The most important gnejs the
estimate otan 6, p; is the slope normalized to the ratio of thickness over pituthya is the average cluster size
in the minimum. Cluster reconstruction thresholds weredgased to 5 times the noise value for the strip, 6 for the
seed and 7 for the total cluster charge, instead of standatdahd 5, to remove electronics cross-talk between
nearby channels. Because of this cross-talk, in some l#lyersinimum cluster size was larger than two strips and
constant over a wide range of the track incident angles. Bgeasing the thresholds, strips with very low signals
were removed and the cluster width became more sensitivadk angles.

The results onan 67, obtained by the fits for different layers and different triagkalgorithm, are summarized in
Table 18. The first error is the statistical uncertainty @ffity while the second one is a systematic uncertainty due
to alignment precision. This uncertainty was estimatechadifference between the results obtained using the
best alignment settings and the settings obtained withoweg informations.

The expected values are also shown in Table 18. The undgriaimainly due to the poor knowledge of the
temperature of the detectors during operation. A detaikpib@ation of the model used for the calculation and the
associated uncertainties can be found in Ref. [42]. Thentarangle depends slightly on the detector thickness.
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Table 18: Measured and expected values=off; for B = 3.8 T. Results are shown both for Cosmic Track
Finder and Road Search algorithm.

tan
Layer Measured Cosmic Track Finder Measured Road Search Expected
TIB Layer 2 —0.102 £ 0.007 + 0.012 —0.095 £ 0.007 £ 0.001 | —0.103 4 0.009
TIB Layer 3 —0.075£0.014 £ 0.018 —0.082£0.017+£0.016 | —0.103 = 0.009
TOB Layer 1 —0.15+0.02 £ 0.09 —0.11 £0.04 £ 0.03 —0.113 £0.011
TOB Layer 5 —0.11£0.02 £ 0.01 —0.05+0.03 £ 0.02 —0.113 £ 0.011
Combined —0.105 £ 0.010 —0.092 £+ 0.007 —0.103 £ 0.009
2n.d.f. 4.6/3 1.8/3 -
X2/ ndf 1.831/3
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Figure 79: Results of the Lorentz angle measurement in thedifferent layers using tracks reconstructed by
the Road Search algorithm In increasing abscissa valuaigpodrrespond to TIB L2 and L3 and TOB L1 and
L5. The horizontal line represents the result of the comtimnaof all four layers and the shadow band is the fit
uncertainty.The dashed line and the hatched region reftrtse=expected value and his uncertainty, respectively.

However with the ratio calculated from this model the resaftthe different layers can be combined as if they were
all measured in 32@m thick detector. The results of this combination are alsawshin Table 18. Both Cosmic
Track Finder and Road Search tracks yields a result in agreewith the expected value 6f0.103 + 0.009, but
thex? of the is lower when using RS tracks. Values obtained withi@&ks are shown in Figure 79, together with
the result of the combinatiofian 7, = —0.092 4 0.007.

6 Conclusions

The Magnet Test and Cosmic Challenge has been an importpatiewce for the tracker. A slice of tracker
detectors, representing about 1% of the final system, wasrdied in a prototype support tube and placed in the
superconducting magnet, operated up to its nominal fieldevaf 4 T. The tracking system has been successfully
commissioned with a local DAQ and operated in the global Dé@ether with all the other subdetectors of CMS.
A trigger on cosmic muons was provided, in particular, byhen System.

All the main goals identified at the beginning of the MTCC waghieved. It was possible to read out and
analyse the data in the new CMS software framework, CMSSW.Odta Quality Monitoring suite was operated

successfully in offline mode, and at the end of the data tageripd even in online mode. The synchronization
with the Global Trigger was achieved by means of a latency,sehere the signal-to-noise ratio was optimized,
reaching the expected values of 28 and 34 respectively fimathd thick silicon sensors. The electronic noise did
not change significantly when the magnet was on and the sysgenpowered even during ramping of the current
in the coil. Out of the 25 million events collected, over 9 G@fcks were reconstructed. Nearly half of these
tracks came from data taken with the magnetic field set to 2u8dr4 T. The yield was consistent with the tracker
acceptance relative to the Muon System. An alignment praeedas performed, which reduced the hit residuals
from 4 mm to 60Qum in the outermost layer. Finally, detector charactergsiiere studied in depth, including the
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response function, the optical gain in the front-end eteitrs, and the Lorentz drift induced by the magnetic field.

The Magnet Test and Cosmic Challenge demonstrated thebgihgf operating a subset of the tracker along
with the other CMS subsystems and was an important milestothe installation and commissioning of the final
system.
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